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Abstract

Probabilistic Circuits (PCs) offer a com-
putationally scalable framework for gener-
ative modeling, supporting exact and effi-
cient inference of a wide range of probabilistic
queries. While recent advances have signifi-
cantly improved the expressiveness and scal-
ability of PCs, effectively training their pa-
rameters remains a challenge. In particu-
lar, a widely used optimization method, full-
batch Expectation-Maximization (EM), re-
quires processing the entire dataset before
performing a single update, making it inef-
fective for large datasets. Although empir-
ical extensions to the mini-batch setting, as
well as gradient-based mini-batch algorithms,
converge faster than full-batch EM, they gen-
erally underperform in terms of final likeli-
hood. We investigate this gap by establishing
a novel theoretical connection between these
practical algorithms and the general EM ob-
jective. Our analysis reveals a fundamen-
tal issue that existing mini-batch EM and
gradient-based methods fail to properly regu-
larize distribution changes, causing each up-
date to effectively “overfit” the current mini-
batch. Motivated by this insight, we intro-
duce anemone, a new mini-batch EM algo-
rithm for PCs. Anemone applies an im-
plicit adaptive learning rate to each parame-
ter, scaled by how much it contributes to the
likelihood of the current batch. Across ex-
tensive experiments on language, image, and
DNA datasets, anemone consistently outper-
forms existing optimizers in both convergence
speed and final performance.

1 Introduction

Probabilistic Circuits (PCs) are a class of genera-
tive models that represent probability distributions by

recursively composing simpler distributions through
sum (mixture) and product (factorization) operations
(Choi et al., 2020). The key idea behind PCs is to
examine how tractable probabilistic models, such as
Hidden Markov Models (Rabiner and Juang, 1986),
perform inference (e.g., computing marginal probabil-
ities). PCs distill the structure of these models’ com-
putation graphs into a compact and general frame-
work, which leads to a unified, computation-oriented
perspective on tractable probabilistic modeling.

While significant progress has been made in improving
the expressiveness of PCs through architectural inno-
vations (Loconte et al., 2025; Liu and Van den Broeck,
2021) and system-level advancements (Liu et al., 2024;
Peharz et al., 2020), there is still no clear consensus
on how to effectively learn their parameters. Full-
batch Expectation-Maximization (EM) and its empir-
ical variants remain widely used approaches (Zhang
et al., 2025; Liu et al., 2023a). However, full-batch
EM requires aggregating information across the entire
dataset before each parameter update, making it hard
to scale to large datasets or streaming settings. Al-
though mini-batch extensions and gradient-based op-
timization methods can converge faster, they typically
achieve lower final log-likelihood than full-batch EM.

Based on Kunstner et al. (2021), which studies the full-
batch EM algorithm for exponential-family latent vari-
able models, we discover that the full-batch EM up-
date of PCs corresponds to optimizing a 1st order Tay-
lor approximation, regularized by a Kullback—Leibler
(KL) divergence that penalizes deviation from the cur-
rent distribution. This yields a novel view of the full-
batch EM update for PCs, which has appeared in vari-
ous forms across different contexts (Peharz, 2015; Choi
et al., 2021; Poon and Domingos, 2011).

This perspective naturally suggests a theoretically
grounded mini-batch extension: by increasing the
weight on the KL term, we can compensate for the re-
duced information available in a mini-batch compared
to the full dataset. The resultant algorithm, anemone
(“an EM one”), adaptively applies large learning rates
only to the PC parameters that strongly influence the
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likelihood of the current batch. The other parameters
are kept (almost) unchanged to prevent excessive dis-
tribution drift, thereby ensuring that updates remain
consistent with the data distribution.

The theoretical insights also explain the inferior per-
formance of existing EM- and gradient-based mini-
batch algorithms, as they regularize the distribution
shift before and after an update using the KL diver-
gence of the local distributions defined at sum nodes!
and the L2 distance in the parameter space, respec-
tively. As a result, these methods fail to effectively
minimize the distribution shift while learning to im-
prove the likelihood given the current batch, causing
each update to “overfit” to the current samples and
impede overall convergence.

Anemone admits a closed-form expression, making it
efficient and easy to implement. We conduct exten-
sive empirical evaluations on three types of datasets
(language, image, and DNA) and four widely used
classes of PC architectures. The results demonstrate
that anemone consistently and significantly outper-
forms existing optimizers in both convergence speed

and final likelihood.

2 Background

2.1 Distributions as Circuits

Probabilistic Circuits (PCs) represent probability dis-
tributions with deep and structured computation
graphs that consist of sum and product operations
(Choi et al., 2020). They serve as a general framework
encompassing tractable probabilistic models, which
are designed to support efficient and exact probabilis-
tic inference over complex queries, such as Sum Prod-
uct Networks (Poon and Domingos, 2011), cutset net-
works (Rahman et al., 2014), Hidden Markov Models
(Rabiner and Juang, 1986), and Probabilistic Gener-
ating Circuits (Zhang et al., 2021). The syntax and
semantics of PCs are as follows:

Definition 1 (Probabilistic Circuit). A PC p over
variables X is a directed acyclic computation graph
with one single root node n;. Every input node (those
without incoming edges) in p defines an univariate dis-
tribution over variable X € X. Every inner node
(those with incoming edges) is either a product or a
sum node, where each product node encodes a factor-
ized distribution over its child distributions and each
sum node represents a weighted mixture of its child
distributions. Formally, the distribution p, encoded

1See Section 2 for the definition of sum nodes.

by a node n can be represented recursively as

HcEch(n) pc(w)
> cech(n) On.cpe() n is a sum node,

n is an input node,

pn(x):= n is a product node, (1)

where f,, is an univariate primitive distribution de-
fined over X € X (e.g., Gaussian, Categorical), ch(n)
denotes the set of child nodes of n, and 6, . > 0 is the
parameter corresponds to the edge (n,c¢) in the PC.
Define the log-parameter of (n,c) as ¢n = log by .,
which will be used interchangeably with 6, .. We fur-
ther denote ¢ := {@n,c}(n,c) as the set of all sum node
parameters in the PC. Without loss of generality, we
assume that every path from the root node to an input
node alternates between sum and product nodes.?

To ensure the exact and efficient computation of var-
ious probabilistic queries, including marginalization
and moment calculations, we must impose structural
constraints on the circuit. Specifically, smoothness
and decomposability (Peharz et al., 2015) are a set
of sufficient conditions that ensure tractable com-
putation of marginal and conditional probabilities.
This tractability arises because smooth and decompos-
able circuits represent multilinear functions, which are
known to support efficient marginalization (Broadrick
et al., 2024). We provide details in Appendix A.

PCs can be viewed as latent variable models with dis-
crete latent spaces (Peharz et al., 2016). Each sum
node can be interpreted as introducing a discrete latent
variable Z that selects among its child distributions.
Specifically, assigning Z = 4 corresponds to choosing
the i-th child of the sum node. By aggregating all
such latent variables, the PC can be seen as defining
a hierarchical latent variable model.

2.2 Expectation-Maximization

Expectation-Maximization (EM) is a well-known al-
gorithm to maximize the log-likelihood given data x
of a distribution defined by a latent variable model.
Specifically, the distribution pg(X) with parameters
¢ is defined as )", py(X, 2) over latents Z. Our goal
is to maximize

LL() i= logpg(@) = log (Y pa(.2)).  (2)

EM can effectively maximize the above objective when
Pe(X, Z) permits much simpler (or even closed-form)
maximum likelihood estimation. It optimizes LL(¢)
by maximizing the following surrogate objective:

Qe(d) = po(zlz) logpy (z,2).  (3)

2This can be efficiently enforced since we can directly
“collapse” consecutive sum nodes or product nodes.
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EM updates the current parameters ¢ by solving for
¢’ that maximizes Q4(¢@"), which is guaranteed to be
a lower bound of LL(¢') since

Qa(d') = LL(¢)+) _ pe(2la) - log py (2]a) < LL(¢).

z

3 EM for Probabilistic Circuits

While variants of the EM algorithm have been pro-
posed for training PCs in various contexts (Poon and
Domingos, 2011; Peharz, 2015), their connection to the
general EM objective Qg(¢’) (cf. Eq. (3)) remains
implicit. The lack of a unified formulation makes it
difficult to fully understand the existing optimization
procedures or to extend them to new settings, such as
training with mini-batches of data, which is critical for
scaling the optimizer to large datasets.

Specifically, there are multiple ways to define mini-
batch EM algorithms that all reduce to the same full-
batch EM algorithm in the limit. However, it is often
unclear what objective these variants are optimizing
in the mini-batch case, which complicates the design
of new learning algorithms.

In this section, we bridge this gap by deriving EM
for PCs explicitly from the general objective. In Sec-
tion 3.1, we begin with a derivation for the full-batch
case, showing how existing formulations can be recov-
ered and interpreted from this viewpoint. We then
extend the derivation to the mini-batch setting in Sec-
tion 3.2, leading to a principled and theoretically-
grounded mini-batch EM algorithm for PCs.

3.1 Revisiting Full-Batch EM

Recall from Definition 1 that we define the log-
parameter that corresponds to the edge (n,c) as
On,c = logh, ., and the set of all parameters of a
PC as ¢ := {¢n.c}nc.> Since ¢ does not necessarily
define a normalized PC, we distinguish between the
unnormalized and normalized forms of the model: let
P () denote the unnormalized output of the circuit
computed via the feedforward pass defined by Equa-
tion (1), and define the normalized distribution as

pg(x) = Pg(x)/Z(9),
where Z(¢) is the normalizing constant. We extend

the single-sample EM objective in Equation (3) to the
following, which is defined on a dataset D:

Qg(q&’) = ﬁ Z Zp¢(z|a:) -log pe (, z).

xzeD =z

3We assume for simplicity that distributions of input
nodes have no parameters (e.g., indicator distributions).
Our analysis can be easily extended to exponential family
input distributions.

Our analysis is rooted in the following result.
Proposition 1. Given a PC pg with log-parameters
¢ (c¢f. Def. 1) and a dataset D, Qg(qﬁ/) equals the
following up to a constant term irrelevant to ¢':

=D <81°gp<“”’),¢'> KL, ()

where KLy (d') = Dk (pp(X, Z) || ppr(X, Z)) is the
KL divergence between pg and pg .

The proof follows Kunstner et al. (2021) and is pro-
vided in Appendix B.1. Proposition 1 reveals that the
EM update can be interpreted as maximizing a regu-
larized first-order approzimation of the log-likelihood.
To see this, we rewrite Equation (4) by adding terms
irrelevant to ¢':

< dlog pg(x)
0

LinLLZ (')

‘TH Z log py () + @ — ¢>> —KLg(9').

xeD

In the above equation, the term LinLLi((b/) corre-
sponds to the linearization of log pg () around the
current parameters ¢, capturing the local sensitivity
of the log-likelihood to parameter changes. The KL
term, KL, ('), acts as a regularizer that penalizes large
deviations in the joint distribution over X and Z.

According to Proposition 1, solving for the updated
parameters ¢’ requires computing two key quantities:
the gradient of the log-likelihood dlog pg(x) /¢, and
the KL divergence KLy (¢p'). To express these terms
in closed form, we introduce the concept of top-down
probabilities, which is defined by Dang et al. (2022).

Definition 2 (TD-prob). Given a PC p parameterized
by ¢, we define the top-down probability TD(n) of a
node n recursively from the root node to input nodes:

1 n is the root node,

ZmEpa(n) TD(m)
> mepa(n) Omn - TD(m) n is a product node,

TD(n) := n is a sum node,

where 0, , = exp(¢m,») and pa(n) is the set of parent
nodes of n. Define the TD-prob of ¢y, 1, as TD(¢pp, ) =
O, TD(m), and denote by TD(¢) the vector containing
the TD-probs of all edge parameters in the circuit.

Intuitively, the TD-prob of a parameter quantifies how
much influence it has on the overall output of the PC,
and in particular, on the normalizing constant Z(¢).*
We continue to express the two key terms in Proposi-
tion 1 in closed form.

4This can be observed from the fact that Z(¢) can be
computed via the same feedforward pass (Eq. (1)) except
that we set the output of input nodes to 1.
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Lemma 1. Assume the distributions defined by all
nodes in a PC are normalized. For every x, we have:

(i) 0logpg(x)/0¢p = 0log pg(x)/dp — TD(¢),
(i) KLy (@) = —(TD(¢), ¢") + C,

where C' is a constant term independent of ¢'.

The assumption that the PC is normalized is mild and
practical. In Section 4 and Appendix C, we introduce
a simple and efficient algorithm that adjusts the PC
parameters to ensure normalization without affecting
the structure of the circuit. We can now substitute
the closed-form expressions for the gradient and the
KL divergence into the general EM objective Q};(d)'),
which converts the problem into®

<|D| 5 Teebele) ¢>’> + (IO

If we additionally require each node in the PC to define
a normalized distribution, we impose the constraint
> cech(n) €XP(¢, ) = 1 for all sum nodes n. Incorpo-
rating these constraints into the EM objective results
in a constrained maximization problem that has the
following solution for every edge (n,c) (see Appx. B.2

for the derivation):
G =logly, ., 0, .= Fg(n7 )/ Z, (5)

Olog pe(x) 6
|D\ ZmED Obn,c and

Z =3 ech(n) Fg(n, ') ensures that n is normalized.

where we define Fg(n, ) =

While this full-batch EM algorithm in Equation (5)
has been derived in prior work (Choi et al., 2021; Pe-
harz, 2015), we recover it here through Proposition 1.
This paves the way for a principled mini-batch EM
algorithm by generalizing the objective Qg(qb'), as
shown in the next section.

3.2 Extension to the Mini-Batch Case

When the dataset is large, full-batch EM becomes in-
efficient and impractical as it requires scanning the
entire dataset before making any parameter updates.
In such cases, we instead wish to update the parame-
ters after processing only a small subset of data points,
which is commonly referred to as a mini-batch. Given
a mini-batch of samples D, Peharz et al. (2020) pro-
pose to update the parameters following:

Onc=(1—0a) bncta -Fg(nc)/Z (ac(0,1)) (6)

where we borrow notation from Equation (5). How-
ever, it remains unclear whether this update rule is

5We drop all terms that are independent of ¢’.
°F% (n, c) is to the PC flows defined by Choi et al. (2021).

grounded in a principled EM objective. In the follow-
ing, we show that from the full-batch EM derivation,
we can derive a mini-batch update rule that closely
resembles the above, but with a crucial difference.

Proposition 1 expresses the EM objective as the sum of
two terms: a linear approximation of the log-likelihood
and a regularization term that penalizes deviation
from the current model via KL divergence. When us-
ing only a mini-batch of samples, the log-likelihood
may overlook parts of the data distribution not cov-
ered by the sampled subset.

To account for this, we can put a weighting factor
v > 1 on the KL divergence (i.e., KLs(¢') becomes
v - KLgy(¢')).” Plugging in Lemma 1 and dropping
terms independent to ¢’, the adjusted objective (i.e.,
Qg(d)') with the additional weighting ~) becomes

(Fg. ') + (v -

where Fg collects all entries Fg (n, ¢) into a single vec-

1)-(TD(9), ¢'),

tor, with each Fg(n, ¢) representing the aggregated
gradient w.r.t. ¢,, .. With the constraints that ensure
each PC node defines a normalized distribution (i.e.,
for each sum node 1, 3= ¢ () On.c =1), the solution is

9;’6 = (TDd,(n) Opetn- Fg(n, c)) /Z, (7)

where 1 := 1/(y—1) is the learning rate, TDy(n) is the
TD-prob of node n (Def. 2), and Z is a normalizing
constant. The derivation is deferred to Appendix B.2.
In practice, compared to the full-batch EM update
(Eq. (5)), the only additional computation required
is TDg(n), which can be efficiently implemented using
any autodiff library to compute the gradient of Z(¢)
w.r.t. the log-parameters ¢,, . (see proof in Appx. B.4).

To build intuition for the update rule, we consider the
case where D contains only a single sample x. In this
setting, the update direction Fﬁ(n,c) can be decom-

posed using the chain rule of derivatives:

F2 (1. ) = Ologpy(x) _ Ologpy(x) dlog py(x)
o On.c ologpy(xz)  Oppe
Fz(n) f‘z(n,c)

where we define log py () as the (unnormalized) log-
likelihood of node n. A key observation is that the

second term ?3 (n, ¢) is normalized w.r.t. all children of
sum node n: Y- ccpin) ﬁ‘i(n, ¢) =1 (see Appx. B.3 for
the proof). Intuitively, we now break down Fg(n, c)
into the importance of node n to the overall output

(i.e., F§(n)) and the relative contribution of child c to

"Note that this is equivalent to Q% (¢')— (v—1)-KLg (')
according to Proposition 1.
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Given z = —1.5

TDg(n1) = TDg(n2) = 0.5

1 v Fg(n1) = 0.9998

F2 () ~ 0.0002

AN N rel? (ny) ~ 1.9996
relf(n2) ~ 0.0004
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Figure 1: The proposed algorithm implicitly applies an
adaptive learning rate to each node. For the PC shown
on the left, given a sample x = —1.5, the algorithm
uses a large learning rate to update n; while keeping
ng almost unchanged.

n (i.e., ?z(n, ¢)). This simplifies Equation (7) as

0;76 = (9n7c +n-relg(n) - 1:“2(71, c))/Z,

x T

where relf(n) := Fg(n)/TDg(n) can be viewed as the
relative importance of n to the PC output given x.
The term 7 - relfj,(n) then acts as an adaptive learning
rate for updating the child parameters of n, scaling the
update magnitude according to how influential n is for
x. In comparison, the mini-batch algorithm in Equa-
tion (6) uses a fixed learning rate for all parameters.

This difference is reflected in the example shown in
Figure 1. Given the PC on the left, which represents a
mixture of two Gaussians (middle). Suppose we draw
one sample x=—1.5. This sample does not reflect the
full distribution and only activates the left mode. Our
algorithm accounts for this by assigning a small effec-
tive learning rate to node ny (relg(n2)~0.0004) as it
is “not responsible” for explaining this particular in-
put and focuses the update on n; (relg(n1)~1.9996).
In contrast, Equation (6) applies a uniform learning
rate across all parameters, leading it to also update ns
unnecessarily to fit the current sample.

4 Connections with Gradient-Based
Optimizers

Gradient-based optimization wmethods, such as
stochastic gradient descent (SGD), can be interpreted
through a lens similar to the EM formulation. Recall
from Proposition 1 that the EM objective comprises
a linear approximation of the log-likelihood, along
with a KL divergence regularizer that penalizes devi-
ations from the current model. In contrast, standard
gradient-based updates can be viewed as maximizing
the same linear approximation of the log-likelihood,
but with an L2 regularization penalty on parameter
updates instead of a KL divergence:

1 0l
5y S loepa(o)+{ AL

xcD
Solving for ¢ gives ¢’ = ¢ + n - dlogpy(x)/0p, a
standard gradient ascent step with n = 1/(27).

- ¢>—v¢'— B2

The Regularization Terms. While this anal-
ogy highlights a shared structure between EM and
gradient-based optimizers, it also reveals a fundamen-
tal discrepancy. The KL divergence in the EM for-
mulation is a natural measure of distance between
distributions, while the L2 penalty in gradient-based
updates only constrains the movement in parameter
space. This distinction is important because prox-
imity in parameter space does not necessarily trans-
late to proximity in distribution space. For instance,
adding all parameters ¢ (note that they represent log-
probabilities) by a constant leaves the distribution un-
changed, yet the L2 penalty would still register this
as a large deviation. Therefore, compared to gradient-
based methods, the EM formulation better respects
the geometry of distributions.

Normalization Constraints. Another notable dif-
ference between gradient-based methods and the EM
algorithms (both the full-batch and the mini-batch
ones) is the treatment of normalization constraints.
In EM, parameters are updated in a way that pre-
serves local normalization, i.e., the edge parameters of
each sum node n are guaranteed to sum to one after
every update. On the other hand, standard gradient-
based optimization does not enforce this constraint,
and thus intermediate parameter values may fall out-
side the normalized parameter space.

One might naturally wonder whether this discrepancy
leads to better or worse training dynamics, since opti-
mization would be carried out in an enlarged parame-
ter space. Perhaps surprisingly, we show that it has no
effect on the optimization process, as the parameters ¢
can always be mapped to a locally normalized counter-
part ¢ that preserves both the represented distribu-
tion and the gradients with respect to the parameters.

Specifically, given a PC with parameters ¢ (corre-
sponds to 0 := exp(¢)), there exists a normalization
algorithm that outputs ¢’ and ensures (i) all param-
eters are locally normalized (i.e., Vn, - ccpin) Onc =
1), (ii) the represented distributions are unchanged
(ie., Va,py(x) o pg(x)), and (iii) the gradients
with respect to the parameters are preserved (i.e.,

Va, 05 (@) /06 = Do ()09

Intuitively, the above three conditions guarantee that
applying this normalization algorithm neither alters
the model’s probabilistic semantics nor interferes with
the optimization dynamics. In other words, the model
continues to represent the same distribution, and the
gradients used for subsequent updates remain the
same. Therefore, it can be applied after each gradi-
ent update without changing the learning dynamics.

In the following, we present the normalization algo-
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rithm and show how it can be implemented efficiently.®
A detailed analysis and formal proofs of the three prop-
erties are provided in Appendix C.

The Algorithm. The normalization procedure con-
sists of two simple passes over the PC. First, we per-
form a feedforward evaluation of the PC to compute
the partition function Z,(¢) at every node n:

1 n is an input node,

HcECh(n) Z¢'(C)
2 cech(n) €XP(Pn,c) Zg(c) n is a sum node.

Zg(n)=

Next, for every edge (n,c) where n is a sum node and
¢ € ch(n), we update the parameter as

0o = log (528 ) ®

5 Experiments

In this section, we empirically evaluate anemone
against existing EM- and gradient-based optimizers
across a range of PC models and datasets. Section 5.1
introduces the models, datasets, and baseline opti-
mizers. In Section 5.2, we ask whether anemone
can achieve higher log-likelihoods at convergence com-
pared to existing approaches, and whether anemone
converges faster. Finally, Section 5.3 investigates the
key design factors in setting hyperparameters through
a series of ablation studies.

5.1 Experimental Setup and Baselines

We conduct our empirical evaluation across three dis-
tinct domains (i.e., DNA sequence, image, and text)
using various PC architectures.

DNA Sequence Modeling. We evaluate density
estimation performance on a high-dimensional ge-
nomics dataset from the UK Biobank (Sudlow et al.,
2015). For this task, we train Hidden Chow-Liu
Trees (HCLTSs) (Liu and Van den Broeck, 2021) and
their variant that combines the PD structure (Poon
and Domingos, 2011) termed Partitioned Data HCLT's
(PDHCLTS), which is defined in Appendix E. A de-
tailed description of the dataset and all model config-
urations is provided in Appendix D.1.

Image Modeling. We adopt the ImageNet32
dataset (Deng et al., 2009) with two color transfor-
mations, i.e., a lossy YCC transformation and its loss-
less variant YCC-R (Malvar and Sullivan, 2003). Each

8The existence of this normalization algorithm has been
previously shown by Martens and Medabalimi (2014), al-
though they did not provide an explicit algorithm.

n is a product node,

32x32 image is partitioned into four 16x16 image
patches, which results in a total of 16 x 16 x 3 = 768
variables. We employ HCLTs and PDHCLTSs for both
datasets. Details of the datasets and the models are
included in Appendix D.1.

Language Modeling. We use the WikiText-103
(Merity et al., 2017) dataset, which is widely used for
language modeling. The dataset is preprocessed by
the GPT-2 tokenizer (Radford et al., 2019a). We eval-
uate the Hidden Markov Model (HMM) PC architec-
ture and its recently proposed variant Monarch HMM
(Zhang et al., 2025) on it.

EM-Based Baselines. We adopt two EM base-
lines, which are the standard full-batch EM and the
mini-batch EM proposed by Peharz et al. (2020) (cf.
Eq. (6)). For the full-batch EM, there are no hyperpa-
rameters to tune. In contrast, for the mini-batch EM,
we tune the batch size in the range {512,16384} and
the step size « in Eq. (6) over {0.05,0.1,0.4}.

Gradient-Based Baselines. We adopt the Adam
optimizer (Adam et al., 2014), which is used by many
recent works. We tune the batch size and the learn-
ing rate in the ranges {512,1024} and {1 x 1072, 3 x
1073,5 x 1073, 1 x 1073}, respectively.

Our Method. For ease of definition, we express the
step size of our method as o = n/(n — 1), where 7 is
given in Equation (7). The hyperparameter search is
detailed in Appendix D.2.  We propose to apply a
momentum update to the flows Fg(n, ¢). Specifically,
we initialize the momentum flows Fmég(n7 ¢) = 0, then
before every EM step, we update Fmg(n, ¢) following:

Fmg(n,c) — - Fmg(n,c) +(1-0) ~Fg(n,c).

Finally, we replace the Fg(n, ¢) in Equation (6) with
Fmg(n,c)/(l — BT+ where T is the number of up-
dates performed. We use the proposed momentum
update with 8 = 0.9, and we compare the perfor-
mance with and without the momentum update for
both anemone and mini-batch EM in Section 5.3.

5.2 Overall Performance and Convergence

We begin by examining the training dynamics of dif-
ferent optimizers. Figure 2 shows the training curves
(i.e., validation LL vs. number of epochs) across all
four datasets, each paired with an appropriate PC ar-
chitecture (see the caption for the details).

We start by focusing on the three baseline approaches,
i.e., full-batch EM, Adam, and mini-batch EM. A con-
sistent trend is that full-batch EM consistently reaches
better (or comparable) performance at convergence.
This is a strong indicator that the existing mini-batch
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Figure 2: Log-Likelihood over epochs on four diverse datasets. For the ImageNet (YCC-R) and ImageNet
(YCC) datasets, an HCLT with hidden size 512 is used; for the WikiText dataset, an HMM with hidden size
256 is used; for the BioBank dataset, a PDHCLT with hidden size 1024 is used. Anemone achieves significantly
faster convergence as well as final LL across all four cases.

Table 1: Negative LLs on the UK BioBank Chromosome 6 dataset.
significantly outperforms all baseline across every tested model architecture.

Anemone consistently and
The results also show a clear

performance hierarchy among the baseline methods. The best result in each column is marked in bold.

BioBank Chr6

HCLT 512 HCLT 1024 PDHCLT 512 PDHCLT 1024

Optimizer

Full-batch EM 55.3 53.8
Adam 102.7 100.4
Mini-batch EM 55.7 55.5
Anemone (Ours) 54.5 52.1

46.5 45.1
112.4 110.4
49.5 47.2
45.3 42.2

Table 2: Convergence speed (epochs) for
PDHCLT 1024 on BioBank Chr6 Dataset. The
table reports epochs to reach specific LL thresholds,
with A representing the difference from the best LL of
-45.1 before anemone (Table 1). Lower is better. Bold
marks the best result per column; co indicates failure
to reach the threshold in time.

Method LL >-48 LL > -46 LL > -45.1

(A=29) (A=0.9) (A=0)
Full EM 450 645 1000
Adam 00 %) %)
Mini EM 715 00 00
Anemone 50 80 130

optimizers (Adam and mini-batch EM) fail to compen-
sate for the reduced information available in a mini-
batch compared to the full dataset.

In contrast, despite being a mini-batch algorithm,
anemone achieves significantly better performance at
convergence, even compared to full-batch EM. We
evaluate the final log-likelihoods of each optimizer
across a wider range of PC architectures. The final
log-likelihoods, evaluated either at convergence or af-
ter a fixed maximum number of epochs, are shown in
Tables 1, 3 and 4 for the DNA, image, and text model-
ing tasks, respectively. On the BioBank Chr6 dataset,
anemone achieves consistent and significant perfor-
mance gains over all baselines. For the ImageNet32
and WikiText datasets, it again obtains better results

in the majority of cases.

Additionally, as indicated by Figure 2, anemone con-
verges faster than all baselines, including the mini-
batch ones that are designed for faster convergence.
We further quantify the number of epochs used to
reach a certain LL. Specifically, as shown in Table 2
anemone requires ~8x fewer epochs to reach the same
validation LL. Further experiments are deferred to Ap-
pendix D.4.

5.3 Ablation Study

To disentangle the performance gains of anemone from
the general effects of momentum (cf. Section 5.1), we
conduct ablation study shown in Figure 3. While the
results confirm that momentum improves the final log-
likelihood for anemone (left panel), they also show
that it provides little benefit when applied to vanilla
mini-batch EM (right panel), suggesting that the im-
provements are not from momentum alone, but from
the synergy between momentum and anemone, that
is not observed in standard mini-batch approaches.

6 Related Works and Conclusion

Modeling Advancements in PCs. The develop-
ment of PCs has been marked by significant progress
in enhancing their expressiveness and utility as gener-
ative models. Since the initial establishment of PCs,
research has focused on developing more expressive
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Table 3: Negative LLs on the ImageNet32 dataset’s validation subset. Anemone consistently outper-
forms other baselines when training HCLT models. We observe a general performance ranking where Adam
optimizer is the weakest, followed by Mini-batch EM and Full-batch EM. OOM denotes out-of-memory errors
due to computing resource limitations. The best result in each column is marked in bold.

ImageNet32 YCC-R

ImageNet32 YCC

PDHCLT 256 HCLT 512 HCLT 1024 HCLT 512 HCLT 1024

Optimizer

Full-batch EM 2529 2480
Adam 2553 2518
Mini-batch EM 2529 2506
Anemone (Ours) 2530 2477

2469 2164 2163
OOM 2187 OOM
2470 2179 2232
2469 2158 2159

Table 4: Negative LLs on the WikiText-103 dataset. Anemone achieves the best LLs on three of the four
tested model configurations and is highly competitive on the fourth. The best results are marked in bold.

WikiText
Optimizer
HMM 256 HMM 512 HMM 1024 Monarch HMM 1024
Full-batch EM 722.6 702.2 682.8 738.1
Adam 735.7 OOM OOM OOM
Mini-batch EM 725.2 703.2 682.1 734.6
Anemone (Ours) 722.2 701.7 682.3 734.0
0 WikiText BioBank perspective. On the algorithmic side, two families of
o . o approaches dominate: EM-style updates and gradient-
g‘725 Tg‘ =90 i based methods. The EM algorithm was first applied
5 -730 ki to PCs by Poon and Domingos (2011), and later ex-
=t Anemone (w/ M) = -80 === Mini-Batch EM (w/ M) .. .. .
s Anemone (wio M) | S Mini-Batch EM (w/o M) tended to mini-batch training in Peharz et al. (2020).
> =735 Full-batch EM > Full-batch EM . . . .
~100 Gradient-based optimizers such as Adam (Kingma,
0 100 200 300 400 500 0 100 200 300 400 500

Epoch Epoch

Figure 3: Ablation study on the effect of mo-
mentum when combined with anemone and
vanilla mini-batch EM, respectively. Left: For
anemone optimizer (HMM with hidden size of 256 on
WikiText), incorporating momentum improves the fi-
nal log-likelihood despite slightly slower initial conver-
gence, while still being significantly faster than full-
batch EM. Right: In contrast, for mini-batch EM
(PDHCLT with hidden size of 512 on BioBank Chr6),
momentum provides little benefit.

and scalable PC structures. Specifically, a line of re-
search has sought to design PC structures that are ex-
pressive yet parameter-efficient (Rahman et al., 2014;
Adel et al., 2015; Liu and Van den Broeck, 2021),
while another set of approaches pursues iterative struc-
ture learning strategies that progressively expand the
model’s capacity (Liang et al., 2017; Dang et al., 2022;
Di Mauro et al., 2021; Liu et al., 2023b). Both direc-
tions have contributed to significant performance gains
on widely used text and image datasets.

Parameter Learning of PCs. Beyond structure,
a central challenge in learning PCs lies in the opti-
mization of their parameters. This problem has been
studied from both the algorithmic and the systems

2014) have also become a common choice in practice
due to their simplicity and scalability.

On the systems side, considerable effort has gone into
developing efficient implementations that can handle
the large computational and memory demands of PCs.
Optimized einsum backends (Peharz et al., 2020), spe-
cialized libraries such as SPFlow (Molina et al., 2019),
and more recently PyJuice (Liu et al., 2024) pro-
vide high-performance primitives that enable scaling
to PCs with billions of parameters.

Conclusion. This work addresses the underperfor-
mance of mini-batch optimizers for PCs. We identify
that existing methods ineffectively regularize distribu-
tion changes, causing them to “overfit” to the current
mini-batch. We propose anemone, a novel mini-batch
EM algorithm that applies an implicit adaptive learn-
ing rate to each parameter, scaled by its contribution
to the batch likelihood. Across extensive experiments,
anemone consistently outperforms existing optimizers
in both convergence speed and final performance.
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A Structural Properties of PCs

We provide formal definitions of smoothness and decomposability. Please refer to Choi et al. (2020) for a
comprehensive overview.

Definition 3 (Smoothness and Decomposability). Define the scope Var(n) of a PC node n as the set of all
variables defined by its descendant input nodes. A PC p is smooth if for every sum node n, its children share
the same scope: Vep,co € ch(n), Var(c;) = Var(cz). p is decomposable if for every product node n, its children
have disjoint scopes: Vey, g € ch(n) (c1 # c2), Var(cq) NVar(c) = @.

B Proofs

This section provides proof of the theoretical results stated in the main paper.

B.1 Interpreting the EM Algorithm of PCs

This section provides the proof of Proposition 1, which interprets the full-batch EM algorithm of PCs in a new
context.

Proof of Proposition 1. We begin by formalizing the latent-variable-model view of PCs. Given a PC pg(X)
parameterized by ¢, we define a set of latent variables Z such that py(X) = >, pe(X,Z = z). Specifically, we
associate a latent variable Z,, with each sum node n in the PC. We use Z,, =i (i € {1,...,|ch(n)|}) to denote
that we “select” the i-th child node by zeroing out all the probabilities coming from all other child nodes:

pn(wa Z, =i, z\n) = Z eXp((bn,c) 'pc(CC, Z, =1, z\n) : ]1[0 = ci]7
cech(n)
where we define ¢; as the i-th child node of n, and Z,, := Z\Z,.

We further show that py(X,Z) is an exponential family distribution. To see this, it suffices to construct a set of
|| sufficient statistics S(a, z) such that for every @ and z, the likelihood can be expressed as:

Py, 2) = exp ((S(, 2), ¢) — A(P)),

where A(¢p) =log ), .(S(x, z), ¢) is the log partition function that normalizes the distribution. Note that A(¢)
is convex by definition.

To construct S(zx, z), we first define the support supp(n) of every node recursively as follows:
{(z, 2) : pp(x) > 0} n is an input node,
supp(n) := 4 (Neech(n) SUPP(C) n is a product node,
Ueeen(ny {(@,2) 1 20 = c} Nisupp(c))  n is a sum node,
where z,, = ¢ means z,, = i if ¢ is the i-th child of n.
The sufficient statistics S(x, z) can be defined using the support. Specifically, the sufficient statistics correspond-

ing to the parameter ¢, ., denoted Sy, (x,z), can be represented as:

Sé,..(x,2) =1|(x, 2) € supp(c) and z, = c},
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where 1[] is the indicator function.

Before proceeding, we define the Bregman divergence induced by a convex function h as:
Oh(x
Di(y-) =) ~ hia) ~ { )y ).

The following part partially follows Kunstner et al. (2021). We plug in the exponential family distribution form
of the PC into the definition of Qg(¢'):

Qo(d |D| Z Zp¢, zlx)logpy (x, 2),

x€D =z

|D| Z Z}Lp z|:1c V2), @ /> - A(d’/)] , > Definition of py (, 2)
z€D =z

|D| Z Epy(zl2) [S(2, 2)] @) — A(g'). > Linearity of expectation
zeD

We then subtract both sides by Qg(¢), which is irrelevant to @'

Qe(9) — Qe(o \D| Z (Ezmpy(a) [S(, 2)], 0" — @) — A(@') + A(),

D §< BznpsCla) [S(, 2)] — aAEf)Ab ¢> ( (@) — A(¢) — <8AE:’),¢ ¢>>
- Da(¢',)
=D m;)< z~py(l2) [S (@, 2)] = ag?@ ¢>> Da(d',9). 9)

We continue by simplifying the first term in the above expression. To do this, consider the gradient of LL(¢)
w.r.t. ¢:

OLL(¢ dlog pd,
3(75 ID\ Z ’

| olog (zz exp ((S@:2).9))  4(g)

- @ ¢ o
exp ) S(x, z) 8A(¢)
~ Dl a;; Zz/ exp ( ( 2'), ¢)) o9’
0A
= Ew~D,z~p¢(-\m) [S($ Z)] aEZ))
Plug in Equation (9), we have
OLL
0l - Qol0) = (P52 = 6) - Da(& . 0). (10)

We proceed to demonstrate that D 4(¢', ¢) = Dkr,(ps(X, Z) || pg (X, Z)), where Dkr,(p|| ¢) is the KL divergence
between distributions p and ¢:

DKL(pd)(X’ Z) ||p¢/ ($7 Z)) = Em,zwl"i’ |:10g ¢(( 7Z) :|

- Ecc 2P [<S( ,Z),¢) - d)/ ] + A(d)/) - A(d)),
= (Bgznpy [9(2,2)], 0 — ¢') + A(') — A(@h),

(P 0= o)+ a6 - Al9), osince 50 5, 1, [5(.2)
D

AP, 9).
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Plug the result back to Equation (10), we conclude that Q¢(d>’) and the following are equivalent up to a constant
independent of ¢':

=D <81°gp‘*“),¢'> KLy (). (11)
O

We proceed to prove Lemma 1, which offers a practical way to compute the two key quantities in Equation (11).

Proof of Lemma 1. Recall from our definition that pg(x) := pg(x)/Z(¢p). We start by proving a key result: for
each parameter ¢y, ., the partition function

Z(¢) = TD(n) - exp(dn.c) + C, (12)

where C is independent of ¢,, .. Note that by definition Z(¢) is computed by the same feedforward pass shown
in Equation (1), with the only difference that the partition function is set to 1 for input nodes. Specifically,
denote Z,(¢) as the partition function of node n, we have

1 n is an input node,
Zn(9) = Hcech(n) Z(b) n is a product node,
> cech(n) €XP(Pn.c) - Ze(@) s a sum node.

Define TD,,(n) as the TD-prob of node n for the PC rooted at m (assume n is a descendant node of m). We
prove Equation (12) by induction over m in Z,,(¢).

In the base case where m = n, we have that

Zn(@) = Zn(d) = Y exp(éne) - Zo(P),

c’ech(n)
= Z exp(@n,er)s > Since we assume Ve, Z.(¢) = 1

c’ech(n)

= exp(¢n,c) + Z exp(Pn.e'),

c’€ch(n),c’#c

= TD,,(n) - exp(@n.c) + Z exp(@n,cr)s > Since Ve, TD.(¢) = 1
c¢’€ch(n),c’#c

= TD;(n) - exp(pn.c) + C.
Next, assume m is a sum node and Equation (12) holds for all its children. That is,
Vb € Ch(m)a Zb(()b) = TDb(n) ’ exp(¢n,c) +C.

We proceed by plugging in the definition of Z,,(¢):
Zm (@) = Z exp(Pm,p) - Zu(P),

bech(m)

= Z eXp(d)m,b) . TDb(n) 'exp(d)n,c) +C. (13)
bech(m)

Denote A C ch(m) as the set of child nodes that are ancestors of n, and B = ch(m)\A is its complement. From
the definition of TD-probs, we have

D (n) = Y Dy (b) - TDy(n),

beA

= Z exp(Pm.p) - TDp(n). > Since TDy, (b) = exp(¢m,p)
be A
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Plug in Equation (13), we conclude that

Zm(¢) = Z eXp(¢m,b) : TDb(n) : eXp(¢n,c) + ZGXP(¢m,b) : TDb(n) : eXp(¢n,o) +C,

beA beB

= TDn(n) - eXp(¢n,C) + ZGXP(¢m,b) - TDp(n) - eXp(¢n,C) +C,
beB

= TD;(n) - exp(¢n.c) + C'.
Finally, if m is a product node such that Equation (12) holds for all its children, we have that

Zn(@) = [[ Z(9)

bech(m)

Since m is decomposable (cf. Def. 3), there is at most one b € ch(m) that is an ancestor of n (otherwise multiple
child nodes contain the variable scope of n). Denote that child node as b, we further simplify the above equation
to

Zm (@) = Z(¢) = TDy(n) - exp(¢n.c) + C (14)

since all other terms are independent of ¢,, . and are assumed to be 1. According to the definition of TD-probs,
we have

Vb € ch(m), TDy(n) = TD,,(n). (15)
Plug this into Equation (14) gives the desired result:

Zm (@) = TDy(n) - exp(¢n,c) + C.

This completes the proof of Equation (9).

We continue on proving the first equality in Lemma 1:

dlogpy(x) _ dlogpg(x)  9log Z(¢)
¢ ¢ o6
_ Ologpe() 1 0Z(¢)
06 Z($) 0
_ dlogpy(z)  0Z(¢)
¢ 06

According to Equation (12), we can simplify the derivative of Z(¢) with respect to ¢,, . as TD(n) - exp(¢n,c) =
TD(¢y,. ), where the last equality follows from Definition 2. Therefore, we conclude that

Ologpy(x)  Ologpey(x)
o¢ B o¢p

We move on to the second equality in Lemma 1. According to Vergari et al. (2021), KL4(¢') can be computed
recursively as follows (define KL} (¢') as the KLD w.r.t. n):

D(¢).

0 n is an input node,
KLZ&(d)I) = ZceCh(n) Kpr((ﬁ/) n is a product node, (16)
Zcech(n) exp(n,c) (Pn,c — ¢, ) + exp(dn.c) - KLfi,(qb/) n is a sum node.

We want to show that for each m that is an ancestor of n, the following holds:
KL$(¢I) = —TDn(n) - exp(¢n,c) - %,C +C, (17)

where C' is independent of (b{n,c' We can use the exact same induction procedure that is used to prove Equa-
tion (12). For all ancestor sum nodes m of n, the first term in Equation (16) (the last row among the three
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cases) is always independent of ¢/, ., and hence the recursive definition resembles that of Z,,(¢). Specifically,
for all ancestor nodes of n, Equatlon (17) simplifies to

0 n is an input node,
KLy (¢') = D cech(n) KLfb(qﬁ/) n is a product node,
2 cech(n) €XP(Pn,c) -KLg(q’)’) n is a sum node.

The key difference with Z,(¢) is the definition of product nodes. Therefore, following the same induction proof
of Equation (12), we only need to re-derive the case where m is a product node such that Equation (17) holds
for all its children.

Since the PC is decomposable, there is only one child node b € ch(m) that is an ancestor of n. Therefore,
Ve € ch(m),c # b, Kpr((ﬁ/) is independent of ¢'(n,c). Hence, we have

KLg (¢') = —TDy(n) - exp(¢n.c) - ¢}, . + C,
= —TDyn(n) - exp(¢n.c) - ¢, . + C. > According to Eq. (15)

Writing Equation (17) in a vectorized form for every ¢;, . leads to our final result:

KLg(¢') = —(TD(¢), ¢') + C.

B.2 Derivation of the Full-Batch and Mini-Batch EM
Full-Batch EM. Define S as the set of all sum nodes in the PC, the constrained optimization problem is
- 1 alOgﬁd)(w) /
maximize { — — ¢ ),
&' < D m;) ¢
st.Vn €S, Z exp(¢y, ) = 1.

c€ch(n)

To incorporate the constraints, we use the method of Lagrange multipliers. The Lagrangian for this problem is

(¢ {>‘ }nES <D| Z alogp¢ a¢ > + Z >‘ 1- Z eXp(d)/n,c) ’

xzeD nes cech(n)
where the Lagrange multipliers {\,, },,cs enforce the constraints.

To minimize the Lagrangian w.r.t. ¢, we take the partial derivative of £(¢', {\,}nes) w.r.t. each #y, . and set
it to O:

8£(¢/7 {)\n}HGS) _ FD
0, . ¢
D

where Fo (n,c) is defined in Section 3.1. Simplifying this equation gives:

(n,¢) = Anexp(dy, ) =0,

qﬁnc logFD(n c)—log Z,
where Z =3 cchin) Fo(n,c).

Mini-Batch EM. Similar to the full-batch case, according to Section 3.2, the constrained optimization problem
is

maxérlnize <|é| Q;D é)k)gap;j,(a:) +(y—1)-TD(9), ¢/> )

s.t.Vn e S, Z exp(¢y, ) = 1.
cech(n)
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Following the full-batch case, the Lagrangian is given by

L@ (Mntnes) = <|D|Z“°gp¢’ <v—1>~TD<¢>,¢'>+ZAn- 1= > en(d))

xzeD nes ce€ch(n)

To minimize the Lagrangian with respect to ¢, we compute the partial derivative of £(¢', {\, }nes) w.r.t. each
n.c and set it equal to zero:

8E(¢Iv {An}nES) _ FD
0, . ¢

Using the definition TD(¢], .) = TDg(n) - exp(¢n ), the solution is given by

(n,¢) + (v = 1) - ID(¢,, ) — An exp(dy, ) = 0.

¢;17C = 1Og (TD¢(’H,) : exp((bn,c) + o Fg(n, C)) — log Z,

where oo :=1/(y — 1) and Z = }_ () TDg(12) - €xp(dpc) + - Fg(n, c).
B.3 Decomposition of Parameter Flows

In this section, we show that Zcech(n) ?“‘;(n,c) = 1, where n is a sum node. We start from the definition of
ﬁg(n,c):
. Olog p” (x 1 op” (x
Fdw,(n,c _ gp¢( ): _ . p¢( )7
8an,c qu(w) aan,c
b OF@)
pp(x)  OOne
On,c f)fp(m)
ACII

> By definition 6, . = eXP(¢n,c)

Now we have

N anc'NC T
Y Bmg= Y ome Pl

cech(n) cech(n) pd)(x)
B.4 Computing TD-Prob Using Auto-Differentiation

In this section, we prove that TD(n) (and thus also TD(¢,, .)) can be computed by differentiating Z,,.(¢), where
n, is the root node. Note that the definition of Z,,(¢) follows Appendix B.1.

We proceed with the proof by induction. First, as a base case, we have that

0Zn, (@)
0Zn, ()

Next, assume that for a sum/input node n, for all its parents m € pa(n) (which are product nodes according to
Def. 1) we satisfy that

=1=TD(n,).

We proceed to derive 07, ( :

02,(0) oz 00u(®) 0Za()
_ 0Zm ()
_mezp:a(n)m(m) 97, ($)’
= ) TD(m). > By definition ‘3?:(((‘;)) 1
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The final case is for a product node n, assuming all its parents satisfy the requirement, i.e., Vm € pa(n), TD(m) =
0Z, (¢)]0Zm(p). We can simplify the gradient with respect to Z,(¢) by

9Zn,(9) _ > 0Zn,($) 07 (9)
V2n($) gty VEm(®) OZn($)

0Zy ()
Z TD(m) - 7.(6)

mépa(n)
Lim
= Z TD(m) - Oy - > By definition 682((2)) =0Omn
méepa(n) "

C Global Parameter Renormalization of PCs

In this section, we propose a simple renormalization algorithm that takes an unnormalized PC pg(X) (i.e., its
partition function does not equal 1) with parameters ¢ and returns a new set of parameters ¢’ such that for
each node n in the PC

Ve, ph(x) = ——— - Dy(x),
where Z(¢) :=> mf)g(ac) is the partition function of ﬁg).

Analysis. We begin by proving the correctness of the algorithm. Specifically, we show by induction that
Degy (x) = py(x)/Zp(n) for every n and @. In the base case, all input nodes satisfy the equation since they are
assumed to be normalized. Next, given a product node n, assume the distributions encoded by all its children ¢
satisfy

Ve € ch(n), 7 (@) = iy () Zg(0). (18)

Then by definition, pg, (x) can be written as:

p¢>/ H p¢/ H p¢, /Z¢> ¢),

cech(n) cech(n)
_ Hcech(n) ﬁ%(w)

a HcEch(n) Zg(c)’
@)

 Zg(n)

Finally, consider a sum node n whose children satisfy Equation (18). We simplify ﬁg,(az) in the following:

ﬁg;(%): Z enc p¢’

cech(n)

_ Z On.c - Zg(c) P (), > According to Eq. (8)
cEch(n)
¥ On,c - Zgt€) Do)
cech(n)
> cech(n) On.c - Py ()
Zg(n) ’
= Pg(x)/Zgp(n).

, > By induction

We proceed to show an interesting property of the proposed global renormalization.



Anji Liu', Zilei Shao?, Guy Van den Broeck®

Lemma 2. Given a PC py(X). Denote @’ as the parameters returned by the global renormalization algorithm.
Then, for every sum edge (n,c), we have

Vi Olog py () _ Ologpe(x)
T 09, Obne

Proof. We begin by showing that for each node n is one of its children, the following holds:

8logﬁg, (x) 7 alogﬁg(w)
' dlogpy () dlogpl(x)

If n is a product node, both the left-hand side and the right-hand side equal 1. For example, consider the
left-hand side. According to the definition, we have

log () = Y log ().
cech(n)
Hence, its derivative w.r.t. logﬁ;/(w) is 1.

If n is a sum node, then for each x, we have

dlogpy (z) Pz

(z)
Ologpy (x) — py(x) Opy ()’
(=)

D Additional Experimental Details

D.1 Details about the Datasets and the PC Models

ImageNet32 and The Corresponding PCs. For ImageNet32, we partition every 32 x 32 image (three color
channels) into four 16 x 16 patches and treat these as individual data samples. There are in total 16 x 16 x3 = 768
categorical variables in the PC.

We preprocess the data in color space with a lossy transformation, YCoCg, and its scaled, reversible variant,
YCoCg-R, proposed by Malvar and Sullivan (2003). Specifically, in YCoCg transformation, given a pixel with
RGB values (R, G, B), we first normalize them to the range [0, 1] by

r = R/255, g = G/255, b= B/255.
We then apply the following linear transformation:

co=r—"b, tmp=b+co/2, cg=g—tmp, y=tmp*x2+cg+1,
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where y, co, and cg are all in the range [—1, 1]. Finally, we quantize the interval [—1, 1] into 256 bins uniformly
and convert y, co, and cg to their quantized version Y, Co, and Cg, respectively. Note that Y, Co, and Cg are
all categorical variables with 256 categories.

And the other transformation, YCoCg-R, maps 8-bit integer RGB values to YCoCg values without information
loss. Similarly, the forward transformation is given by:

co=r—>b, tmp=>b+co/2, cg=g—tmp, y=tmp+ cg/2,

where y, co, and cg are also in the range [—1, 1]. The resulting integer channels are treated as categorical variables
with 512 categories.

We train several deep PC architectures on the ImageNet32 dataset Deng et al. (2009). These include Hidden
Chow-Liu Trees (HCLT) (Liu and Van den Broeck, 2021) with hidden size 512 and 1024, and Partitioned Data
HCLTs (PDHCLTSs) with 256 and 512 latents.” The PDHCLT models are configured to partition the input data,
which has a shape of (3, 16, 16). They use a maximum of 8 connections between product blocks. Please refer to

WikiText and The Corresponding PCs. We also extend our empirical evaluation to language modeling
using the WikiText-103 dataset by Merity et al. (2017). The raw text data is preprocessed into a format suitable
for sequence modeling. Specifically, we firstly tokenize the entire corpus using the standard GPT-2 tokenizer
by Radford et al. (2019b). All tokenized documents are then concatenated into a single continuous stream of
tokens. Finally, this stream is partitioned into non-overlapping sequences of a fixed length of 128 tokens, with
any remaining tokens at the end discarded to ensure uniformity across samples. On this preprocessed data, we
trained Hidden Markov Models (HMMs), with 256, 512, and 1024 hidden states, and Monarch HMM with a size
of 1024 (Zhang et al., 2025).

Biobank dataset and The Corresponding PCs. For our bioinformatics experiments, we use genetic data
sourced from the UK Biobank (UKBB) dataset (Sudlow et al., 2015). This specific version focuses on a single
Linkage Disequilibrium (LD) block located on chromosome 6. The authors of this dataset remove SNPs with
more than 1% missingness and those that deviate significantly from Hardy-Weinberg Equilibrium (1 x 1077
significance). Further, only individuals with no genetic relatedness to other individuals are considered. We have
gotten the approval from the UK BioBank to access this dataset.

D.2 Details about the Optimizers

Full-Batch EM. The full-batch EM implementation follows prior work (e.g., Choi et al. (2021); Peharz et al.
(2020)).

Anemone. For notation simplicity, we define a« = 1/(n—1). Therefore, we can rewrite Equation (7) equivalently
as

0, .= ((1—a) TDg(n) -Gn,c—i-a-FZ(n,c)) /7, (19)
which makes it more consistent with the baseline mini-batch EM algorithm.

We performed a preliminary hyperparameter search where we experimented with batch sizes including 512 and
16384. For the learning rate, we tested fixed values of o € {0.1,0.2,0.4,0.6} and also employed a cosine decay
schedule. The schedules included decreasing the rate from a base of &« = 0.4 to a final rate of @ = 0.2, and from
a = 0.8 down to a = 0.6. We also set a momentum of 0.9 in pratice. We select the final hyperparameter setting
based on performance after the first 100 epochs.

Gradient-Based. Following Loconte et al. (2025, 2024), we adopt the Adam optimizer (Kingma, 2014). We
selected hyperparameters using a similar search criterion as our EM experiments, testing learning rates of {1 x
1072,3 x 1072,5 x 1073,1 x 1073} and batch sizes of 512 and 1024. On the ImageNet32 YCC dataset, we found
a learning rate of 1 x 1072 performed the best, which aligns with the observations in Loconte et al. (2024). To
ensure correctness, we first validated our implementation by reproducing prior results on the MNIST dataset,
achieving a log-likelihood of -661.6 after 30 epochs.

9The PDHCLT structure is described in Appendix E.
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D.3 Details about computing resources

We ran all the experiments included on NVIDIA A40s and NVIDIA GeForce RTX 4090.

D.4 Convergence experiments

We provide a similar experiment to Table 2, to demonstrate the consistency of faster convergence speed on
various datasets, as shown in Table 5.

Table 5: Convergence speed (epochs) for HMM 256 on WikiText. The table reports epochs to reach
specific LL thresholds, with A representing the difference from the best LL of -722 (Table 4). Lower is better.
Bold marks the best result per column; oo indicates failure to reach the threshold in time.

Method LL > -730 LL > -724 LL > -723
(A=~ 7.8) (A~ 1.8) (A ~0.8)

Full EM 60 230 375
Adam 00 o0 00
Mini EM 45 00 00
Anemone 30 115 275

E The PDHCLT Structure

We adopt the PDHCLT structure implemented in the PyJuice (Liu et al., 2024) package
(pyjuice.structures.PDHCLT). In the case of images with size (3,16,16), we define a “split interval” to
be (3,4,4), which means that we partition the image into chunks of size 3 x 4 x 4, resulting in 4 x 4 chunks. For
each chunk, we adopt the HCLT structure, and the PD structure is used to connect the different chunks.

For the BioBank dataset, the sequences have length 1167, and we partition them into chunks of size 128 (the
last chunk has a smaller size). Again, HCLT is used to model intra-chunk dependencies and the PD structure is
used to capture inter-chunk dependencies.



